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1. Introduction

In this paper we present an alignment based similar-
ity measure that combines low-level vessel trajecto-
ries with geographical domain knowledge, such as the
name and type of the regions that vessels pass through
and stop. We use this similarity measure in a cluster-
ing experiment to discover interesting behavior and in
a classification task to predict the type of the vessel for
a trajectory. The combination of information gives the
best average classification accuracy. For both cluster-
ing and classification we use kernel based algorithms.

2. Trajectories & Geographical Domain
Knowledge

We define a trajectory as T = 〈x1, y1〉, . . . , 〈xn, yn〉, ig-
noring the temporal dimension. The number of vectors
in T is denoted as: |T |. In the stop and move model of
(Spaccapietra et al., 2008), the trajectories in our ex-
periment are moves. They are delimited by the vessel
entering the area of observation or starting, and the
vessel leaving the area of observation or stopping.

The geographical domain knowledge comes as two sim-
ple ontologies. One, A&C, contains the definitions of
different anchorages, clear ways, and other areas at
sea. The other ontology, H, defines different types
of harbors, such as liquid bulk and general cargo.
For both ontologies, we created a SWI-Prolog web-
service (van Hage et al., 2010) to enrich vessel tra-
jectories with geographical features. The first ser-
vice returns a set of specific type, label pairs corre-
sponding to the regions in A&C that intersect with a
given point. We create a sequence of sets of geo-labels
TL = L1, . . . , L|T | for a trajectory T with this service.
For the start and end of a trajectory we define objects

that contain information whether the vessel is stopped
and if so at what harbor or region. We discover this
harbor using the second webservice, which matches a
point to the nearest harbor in H that is within range
and returns the label and specific type of this harbor.
If there is no harbor close, we use the first webservice.

3. Trajectory Similarity

For the sequences T and TL we compute similarity us-
ing an edit distance alignment, which we discovered in
previous work (de Vries & van Someren, 2010) to per-
form the best on a vessel trajectory clustering task. To
compute an edit distance, we need a substitution func-
tion and a gap penalty. The substitution function for
trajectories T is defined as: subtraj(〈xi, yi〉, 〈xj , yj〉) =
−‖〈xi−xj , yi−yj〉‖, i.e. the negative of the Euclidean
distance. We take the value for the gap penalty g from
the mentioned previous work. For TL, the substitution
function sublab(Li, Lj) expresses how many labels the
sets of labels Li and Lj have in common. We set g as
the minimally possible sublab score.

The similarity Sim(S, T ) between two sequences S and
T is the score of the alignment that has the max-
imum edit distance score for all possible alignments
between these sequences, divided by |S| + |T | to give
the average score per element. In the experiments we
use kernel based algorithms. For all sequences Ti and
Tj in a set of sequences T , we compute a kernel K
as: K(i, j) = Sim(Ti, Tj), then we normalize K and
turn it into a kernel by K = 1 − K

min(K) . For tra-

jectories T we get a kernel Ktraj and for sequences
of sets of geo-labels TL we get a kernel Klab. The
similarity between two start/end objects can immedi-
ately be put into kernel form and is determined by
whether the vessel is stopped or not and how much la-
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Figure 1. Example of a cluster of trajectories showing anchoring behavior. The example cluster is shown in black against
the entire dataset in gray. The start of trajectory is indicated by a dot, the end by an asterix.

bels there are in common. This gives us a kernel Kstart

for the start objects and a kernel Kend for the end ob-
jects. Kall = w1Ktraj + w2Klab + w3Kstart + w4Kend

combines the four kernels above. Clearly, this kernel
is symmetric, but it is not guaranteed to be positive
semi-definite.

4. Experiments

Our experimental dataset consists of 1917 vessel tra-
jectories in a 50km radius area around the Port of Rot-
terdam, collected using the Automatic Identification
System (AIS). The trajectories are compressed with
the algorithm in (Gudmundsson et al., 2009), reduc-
ing the data by 95%, thus reducing computation time
drastically. This compression improves performance
on a vessel trajectory clustering task (de Vries & van
Someren, 2010) using the same alignment.

For the clustering experiment we used weighted ker-
nel k-means (Dhillon et al., 2007), with k = 40.
We created kernels for 3 different weight settings of
Kall: equal combination of domain knowledge and raw
trajectories, Kcomb, only raw trajectory information,
Kraw, and only domain knowledge, Kdom. This results
in a number of interesting clusters. In Figure 1A we
see a cluster from clustering with Kcomb that shows
trajectories that enter the area from the west and an-
chor in one specific anchoring area. In B and C we
plotted the most similar cluster from clustering with
Kraw and Kdom, respectively. In Figure 1B there are
also trajectories included that do not show the anchor-
ing behavior, because we only consider raw trajectory
information. We see the opposite in Figure 1C, where
we have only anchoring behavior, but in different an-
choring areas.

We also did a classification experiment, predicting the
vessel’s type. In total there are 18 types, available from
AIS. For classification we used a support vector ma-
chine (SVM), with the same kernels as for clustering,
in a 10-fold cross validation set-up. The classification

accuracy for Kall was 75.4%, for Kraw 72.2%, and for
Kdom 66.1%. All results differed significantly under a
paired t-test with p < 0.05.

5. Conclusion & Future Work

The similarity measure that we defined was applied in
a clustering task and we gave an example of discov-
ered interesting vessel behavior that is a combination
of both raw trajectories and geographical information.
We also used the measure in classification to predict
vessel types where the combined similarity showed the
best performance in terms of classification accuracy.
We also plan to apply the measure in the task of out-
lier detection to discover strange vessel behavior.
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